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Soft Intertrack Interference Cancellation for
Two-Dimensional Magnetic Recording
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We propose a detection strategy for the two-dimensional magnetic recording channel with multiple read heads, in which intertrack
interference (ITI) is mitigated by a combination of linear combining and soft interference cancellation. The proposed strategy reduces
the detection problem to a series of traditional one-dimensional detection problems, so that the existing iterative detection strategies
based on turbo equalization may be leveraged. The performance of the proposed detector is compared with a previously
reported detector, in which the ITI is suppressed linearly via a multiple-input equalizer. Numerical results demonstrate that
the proposed detector outperforms the linear detector regardless of whether or not media noise is dominant, and further that the
proposed detector is able to recover data from more tracks than is otherwise possible.

Index Terms— 2-D intersymbol interference (ISI), two-dimensional magnetic recording (TDMR), multiple-input multiple-output
(MIMO), soft decision feedback.

I. INTRODUCTION

THE combination of shingle write recording and data
detection based on multiple readback waveforms is

known as two-dimensional magnetic recording (TDMR), a
promising technology for next-generation high-density data
storage [1]. A key challenge for TDMR is the development of
signal processing strategies of manageable complexity that are
able to effectively mitigate both intertrack interference (ITI)
in the crosstrack dimension and intersymbol interference (ISI)
in the downtrack dimension.

There are two distinct models for TDMR detection that
have arisen in the prior art: 1) the two-dimensional (2-D)
ISI model, in which the relevant signals are modeled as 2-
D signals indexed by two interchangeable variables, and 2)
the multiple-input multiple-output (MIMO) model, in which
the relevant signals are modeled as scalar-valued or vector-
valued functions of one variable, nominally time. The choice
of which model to use depends on the number N of readback
waveforms that are to be processed simultaneously: the 2-D
model arises when N is large, whereas the MIMO model arises
when N is small. We remark that Np passes over a sector by
an array of Nr readers will result in a total of N = Np Nr

readback waveforms, so that N can be significantly larger than
the number of physical readers.

1) The 2-D model arises when the number N of readback
waveforms being processed is large, since in this case
the relevant signals are naturally represented as
2-D signals. In particular, the bits written on the disk
are represented as a 2-D signal (or in the finite case
by a matrix), with the two dimensions (downtrack
and crosstrack) being roughly comparable in size and
interchangeable, so that the matrix is roughly square.
Similarly, the sampled readback waveforms can be
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represented as 2-D signals or matrices, as can the
2-D impulse response that captures both the ITI and ISI.
In its simplest form, the 2-D ISI model involves a 2-D
convolution of the data matrix with the impulse response
matrix.

Detector design for the 2-D channel is an active
area of research. The maximum-likelihood (ML) detec-
tor for the 2-D ISI channel is prohibitively com-
plex; there is no 2-D analog of the Viterbi detec-
tor that enables optimal performance with low com-
plexity [2]. A variety of sub-optimal detectors with
reduced complexity have been proposed, many of
which can be viewed as 2-D extensions of 1-D
detectors. The detector in [3], for example, uses four
1-D decision-feedback equalizers (DFEs) to scan the
2-D signal in four different directions. The detec-
tor in [4] achieves near-ML performance by iterating
between Bahl, Cocke, Jelinek and Raviv (BCJR) equal-
izer [5] for the rows and DFE for the columns of
the 2-D signal. The detector of [6] iterates between a
binary and a non-binary BCJR detector, respectively,
for the rows and the columns of a coded 2-D signal
on a separable 2-D ISI channel; this detector falls only
1 dB short of an interference-free channel and thereby
encourages equalizing a general 2-D impulse response
to a nearby separable matrix. A generalized belief
propagation detector is proposed in [7] that exploits
the data-dependent media noise. Several other detec-
tors have been proposed based on iterative decision
feedback, in which extrinsic information is exchanged
in a turbo fashion between modified BCJR detectors,
including the row and column soft decision feed-
back algorithm [8], iterative soft decision zig–zag
algorithm [9], and a multi-row/column detector coupled
with a 2-D equalizer [10].

2) The MIMO model arises when the number N
of readback waveforms being processed is small.
In practice, N can be very small, perhaps as small
as N = 2, especially in low-latency applications that
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cannot tolerate the delay required by multiple passes
over a sector. In fact, the first step toward TDMR will
involve a single pass by a single slider with only N = 2
readers [11]–[13]. The key distinction of the MIMO
model is that the relevant signals are modeled as scalar-
valued or vector-valued functions of one variable, nom-
inally time, rather than as 2-D signals.

Detector design for MIMO channels has been studied
for more than a decade [13]–[17]. A variation of the
MIMO model arises from the multi-track scenario in
which the tracks are written in small groups, with guard
bands between neighboring groups; this limits the num-
ber of inputs and avoids the problem of unknown bound-
ary conditions [14]–[17]. For example, the performance
of an ideal ML detector for the multi-track scenario
was analyzed in [14]. A variety of low-complexity
multi-track detectors have been proposed. For example,
a method in [15] divides an low density parity check
(LDPC) codeword into three segments and records them
on three adjacent tracks. The detector then iteratively
detects between three inner detectors and an outer
decoder to recover three input tracks from N = 3
readback waveforms. The detector in [16] improves the
recovery of the 2-D-equalized center track, from N = 3
signals, by first estimating the sidetracks and provid-
ing their ITI information to the center track detector.
A recently proposed detector [17] recovers four input
tracks from N = 2 readback waveforms using the joint
detection and decoding of two parallel detectors concate-
nated with two parallel LDPC decoders. Another recent
detector employs MMSE linear equalization to a 1-D
target to recover the middle track from N = 3 readback
waveforms [13].

The 2-D and MIMO models are different enough that
detector designs for one are not directly applicable to the other.
A connection between the 2-D model and the MIMO model
is easily made: Starting with a 2-D ISI model based on a
large number—say N ′—of readback waveforms, the MIMO
model can be derived by discarding all but N of the output
waveforms. In particular, when the 2-D ISI channel output
is represented as a matrix with N ′ rows, the MIMO channel
output can be constructed by extracting a subset of N adjacent
rows. From this simple observation, we see that the MIMO
model differs from the 2-D model in the following funda-
mental ways, beyond just the notational distinction of using
1-D or 2-D signals:

1) In the MIMO model, the downtrack and crosstrack
dimensions are not interchangeable, and the channel
output matrix will not be square; instead the downtrack
dimension will dominate, with perhaps many thousands
of columns but only N rows.

2) The MIMO model can be underdetermined, in the sense
that there may be more input tracks that contribute
significantly to the readback waveforms than can be
reliably detected. These undetectable interfering tracks
represent unknown boundary conditions, a feature not
present in the 2-D ISI model.

In this paper, we adopt the MIMO model for low-latency
applications for the case when there are no guard bands, so that
the number of contributing tracks is larger than the number N
of readback waveforms (i.e. the system is underdetermined),
and we propose an iterative soft ITI cancellation detector with
the following features:

1) The proposed detector leverages well-established
1-D detectors to efficiently account for ISI without
simultaneously accounting for ITI.

2) The proposed detector admits an iterative implementa-
tion in which a given track that has already been detected
can be revisited and detected anew with improved
performance.

3) The proposed detector is compatible with iterative
detectors, enabling the power of error-control coding to
be harnessed for the tasks of ITI and ISI mitigation.

4) The proposed detector enables reliable recovery of bits
from tracks near the edge of the array of read heads;
we present one example in which five adjacent tracks
are reliably recovered from an array of N = 5 readers.

5) The proposed detector outperforms a detector that
linearly suppresses ITI by equalizing the N waveforms
to a 1-D target.

II. MODEL

We adopt a separable and linear model for the
channel [14], [16] with both first-order jitter noise and elec-
tronic noise, so that the readback waveform from the i th read
head is given by

ri (t) =
∑

n

gi,n

(
∑

k

a(n)
k h(t − kT )

+ (
a(n)

k − a(n)
k−1

)
j (n)
k q(t − kT )

)
+ ni (t)

(1)

where a(n)
k ∈ {±1} is the kth coded bit of track n, T is

the bit period, h(t) is the bit response (assumed to be the
same for all tracks), j (n)

k is the kth jitter noise component for
track n, q(t) is the derivative of the corresponding transition
response, gi,n is the crosstrack response gain from track n at
read head i , and ni (t) is the additive electronic noise for the
i th read head. We assume that the jitter components { j (n)

k }
are independent identically distributed zero-mean Gaussian
random variables with a variance σ 2

j that does not depend on
the track index n. We assume that the electronic noise ni (t)
is white and Gaussian with a power-spectral density of N0/2,
the same for all read heads.

Applying the i th readback waveform to an antialiasing filter
and then sampling at the bit rate leads to

r (i)
k =

∑

n

gi,n
(
x (n)

k + m(n)
k

) + n(i)
k (2)

where x (n)
k = ∑

i a(n)
i hk−i is the “ISI symbol” sequence for

track n, hk is the kth sample of the filtered bit response,
m(n)

k = ∑
i (a

(n)
i −a(n)

i−1) j (n)
i qk−i is the data-dependent “media-

noise” sequence for track n, qk is the kth sample of the filtered
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derivative of the transition response, and n(i)
k is the kth sample

of the filtered electronic noise ni (t), with zero mean and
variance N0/(2T ).

Collecting the N samples from each of the N read heads
at time k into the vector rk = [r (1)

k , . . . , r (N)
k ]T, and using (2),

we arrive at a MIMO model for the TDMR channel

rk =
∑

n

(
x (n)

k + m(n)
k

)
gn + nk (3)

where nk = [n(1)
k , n(2)

k , . . . , n(N)
k ]T and gn = [g1,n,

g2,n, . . . , gN,n ]T. In this MIMO model, the number of outputs
is N , the number of read heads, and the number of inputs
is the number of relevant tracks that contribute to the output
vector rk , a number that depends on the extent of the crosstrack
response {gi,n}. For example, if {gi,n} = 0 for n > L, then the
number of inputs (contributing tracks) is L.

The per-bit SNR for the i th track, ignoring the ITI from
other tracks, can be computed from (3) as

SNRi = Eh

N0/‖gi‖2 + M0
(4)

where Eh = Ex T is the energy of the bit response h(t),
expressed in terms of the variance Ex = E((x (n)

k )2) of the
ISI symbols, and M0 = 4Tσ 2

j Eq is the equivalent single-sided
rectangular power spectrum of the media noise [18], expressed
in terms of Eq = ∑

k q2
k . Each track will have a different gi

and thus a different SNR; depending on the array geometry
and noise statistics, tracks closer to the center of the read-head
array will likely have a higher SNR than those near the edge.

III. TWO DETECTION STRATEGIES

We describe two strategies for mitigating ITI: 1) linear
suppression and 2) a combination of linear suppression, and
soft interference cancellation.

A. Linear ITI Suppression

ITI can be suppressed linearly by taking a memoryless linear
combination of the N read-head samples at each time k, as
illustrated in Fig. 1 [13], [16]. The combining weights will
depend on which track is being detected. In particular, if the
goal is to detect track i , then we form the following linear
combination:

y(i)
k = wT

i rk (5)

where wi is a vector of combining weights for track i . Since
the aim of these weights is to suppress ITI alone (and not
ISI and media noise, for example), a reasonable optimization
criterion is to choose the weights to minimize the mean-
squared error between the resulting linear combination and
the desired noiseless ISI symbol plus media noise sample,
namely

MSE = E
((

y(i)
k − (

x (i)
k + m(i)

k

))2
)
. (6)

As shown in Appendix A, the weights that minimize this MSE
are

wi =
(

∑

n

gngT
n +

(
N0

2Eh + M0

)
I

)−1

gi . (7)

Fig. 1. Linear suppression of ITI using an array of N read heads.

When there is more than one track to be detected, the same
linear ITI suppression strategy may be applied separately for
each individual track.

If we substitute (3) into (5), we find that

y(i)
k = x (i)

k wT
i gi +

∑

n �=i

x (n)
k wT

i gn +
∑

n

m(n)
k wT

i gn + wT
i nk .

(8)

The first term includes an undesirable factor wT
i gi that can be

interpreted as a bias; removing the bias yields

y(i)
k /

(
wT

i gi
) = x (i)

k + η
(i)
k (9)

where η
(i)
k = (

∑
n �=i x (n)

k wT
i gn + ∑

n m(n)
k wT

i gn + wT
i nk)/

(wT
i gi ) is the sum of the residual interference, jitter noise,

and electronic noise, whose variance is

σ 2
η

(i)

= 1

2T
×

(
2Eh

∑
n �=i

(
wT

i gn
)2+M0

∑
n

(
wT

i gn
)2+N0‖wi‖2

)

(
wT

i gi
)2 .

(10)

The model in (9) looks like a conventional 1-D recording
model, with an ISI sequence from track i corrupted by media
and additive noise, and it can be detected using any of a
variety of standard techniques, including the Viterbi detector,
the BCJR detector, a pattern-dependent noise-predictive
detector [18], or an iterative detector, such as a turbo equalizer
that iterates between a channel detector and an error-control
decoder [19] (Section IV).

B. Soft ITI Cancellation

Successive interference cancellation using hard
decisions is an effective multi-user detection
strategy that was originally conceived for CDMA
applications [20], [21]. Successive cancellation using soft deci-
sions can lead to improved performance [22]–[25]. We apply
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the concept of successive interference cancellation using
soft decisions to TDMR. In particular, as described below,
we propose to detect tracks one at a time, and cancel ITI from
previously detected tracks using soft decisions, while
accounting for the reliability of previous decisions.

An important degree of freedom for the proposed detector is
the detection order, since the order in which tracks are detected
will significantly impact performance. We will represent the
detection order by an ordered list � of track indices, where
the first entry of the list is the index of the track detected first,
the second entry is the index of the track detected second,
and so on.

There may be an advantage in detecting a particular track
more than once, and thus we allow for repeated entries
in �. For example, � = [1, 2, 3, 2, 1] would mean that
we first detect track 1, then track 2, then track 3, then we
redetect track 2, and finally we redetect track 1. We note
that a repeated detection for a given track is an option, not
a necessity, and further that when it does occur it is based on
the original set of readback waveforms, not a new set based
on a rescan of the disk. In other words, the entire algorithm
operates on a single set of sampled waveforms from a single
pass of the readers over the track(s) of interest. Although
performance can be improved when a second set of waveforms
is made available through a repeated pass of the readers, at
the cost of increased delay, this paper does not consider such
extensions.

Suppose we are currently interested in detecting track i .
Let P denote the index set of the previously detected tracks,
excluding the current track i . To detect track i , we will softly
cancel the interference caused by the set P while linearly
suppressing any ITI that remains. In particular, we propose to
first subtract a soft estimate of the interference from the previ-
ously detected tracks in P before taking a linear combination,
according to

y(i)
k = wT

i

(
rk −

∑

n∈P
x̃ (n)

k gn

)
. (11)

This equation captures the essence of the proposed soft ITI
cancellation scheme. Here, x̃ (n)

k denotes a soft estimate of
the kth ISI symbol x (n)

k from the previously detected track n,
which is computed by convolving a sequence of soft estimates
{ã(n)

k } for the bits with the ISI response, according to the
following lemma.

Lemma 1: Let λ
(n)
k = ln(P(a(n)

k = 1|{ri})/P(a(n)
k =

−1|{ri})) denote the kth a posteriori log-likelihood ratio
(LLR) for track n. Given knowledge of {λ(n)

k : for all k},
the soft estimate x̃ (n)

k that minimizes the mean-squared error
E((x̃ (n)

k − x (n)
k )2|{λ(n)

k }) is

x̃ (n)
k =

∑

i

ã(n)
i hk−i (12)

where ã(n)
k = tanh(λ

(n)
k /2).

Proof: Setting to zero the partial derivative of E((x̃ (n)
k −

x (n)
k )2|{λ(n)

k }) with respect to x̃ (n)
k leads to the result that

the estimate that minimizes the mean-squared error is the

conditional mean

x̃ (n)
k = E

(
x (n)

k |{λ(n)
k

})
(13)

= E

(
∑

i

a(n)
i hk−i |

{
λ

(n)
k

}
)

(14)

=
∑

i

E
(
a(n)

i |{λ(n)
k

})
hk−i (15)

=
∑

i

ã(n)
i hk−i (16)

where we have introduced the conditional mean
ã(n)

k = E(a(n)
k |{λ(n)

k }), which is well-known to reduce
to ã(n)

k = tanh(λ
(n)
k /2) [26].

Here, two extreme cases are noteworthy. In the extreme case
when a previously detected track n has an infinite SNR, the
resulting soft estimates x̃ (n)

k will exactly match the actual x (n)
k .

In this case, the soft cancellation in (11) reduces to hard
cancellation, and it will completely remove the influence of
the ISI symbols of track n. At the other extreme, if track n
has a zero SNR, the resulting LLR and soft decisions will
also be zero. In this case, the soft cancellation in (11) will
subtract zero, which means it will not do any cancellation
at all. In practice, of course, the SNR will be between the
two extremes, so that in practice the cancellation will be
only partial—residual ITI will remain even after the soft
cancellation process.

In (11), we see that, after the soft cancellation of ITI from
previously detected tracks, the combining weights wi are used
to linearly suppress any ITI that remains. This includes not
only ITI from as-yet undetected tracks, but also residual ITI
that remains after the soft cancellation process from previously
detected tracks.

In Appendix B, we show that the linear combining weights
that minimize the MSE after soft cancellation of the previously
detected tracks are

wi =
(

∑

n

(
αn2Eh + M0

2Eh + M0

)
gngT

n +
(

N0

2Eh + M0

)
I

)−1

gi

(17)

where

αn =
{

1, for n /∈ P
E

((
x (n)

k − x̃ (n)
k

)2)
/Ex , for n ∈ P .

(18)

For n ∈ P , we can interpret αn as a reliability factor, since it
is a number between 0 and 1 that quantifies the reliability of
the decisions from track n. Two extreme cases lend insight as
follows:

1) At one extreme, αn = 1 corresponds to the case where
the decisions of track n are completely unreliable; in this
case, the weight computation in (17) will treat track n
as an undetected track. Observe that for the special case
when αn = 1 for all tracks (which happens when no
tracks have been previously detected, so that P is the
empty set), the weights in (17) reduce to the linear
weights of (7).

2) At the other extreme, αn = 0 corresponds to the case
where track n produces completely reliable decisions,
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in which case the cancellation in (11) of the ISI symbols
from track n is perfect; nevertheless, there will always
be media noise from track n that is not canceled by (11),
and for this reason, the contribution from track n to the
weights in (17) is small when αn = 0, but not zero.

Note that when detecting the very first track, there will be
no previously detected tracks, so that P is empty. In this
case, (11) reduces to the linear detector, and the weights
of (17) reduce to the linear weights from (7). Thus, it follows
that, in the proposed soft ITI cancellation scheme, the first
track is detected linearly.

As in the linear case, we must account for the bias of the
MMSE weights. Substituting (3) into (11) yields

y(i)
k = wT

i gi x
(i)
k + wT

i

×
⎛

⎝
∑

n �=i

x (n)
k gn +

∑

n

m(n)
k gn + nk −

∑

n∈P
x̃ (n)

k gn

⎞

⎠.

(19)

To remove the bias evident in the first term, we divide through
by the constant wT

i gi , yielding

z(i)
k = x (i)

k + η
(i)
k (20)

where z(i)
k = y(i)

k /(wT
i gi ), and where

η
(i)
k = wT

i

( ∑

n �=i,n /∈P
x (n)

k gn +
∑

n∈P

(
x (n)

k − x̃ (n)
k

)
gn

+
∑

n

m(n)
k gn + nk

)/(
wT

i gi
)
. (21)

Here, ηk is the sum of noise and residual interference. In par-
ticular, the first term in (21) is the ITI from tracks that have
not yet been detected, the second term is the residual ITI that
is left after soft cancellation from previously detected tracks,
the third term is the media noise from all tracks, and the last
term is the electronic noise. The variance of the noise-plus-
interference is

σ 2
η

(i) = 1

2T

(
2Eh

∑

n �=i

αn
(
wT

i gn
)2 + M0

∑

n

(
wT

i gn
)2

+ N0‖wi‖2 Eh

)/(
wT

i gi
)2

. (22)

The pseudocode of the proposed algorithm is shown
in Algorithm 1. The inputs to the algorithm are the analog
to digital converter (ADC) outputs, the ITI response, the
ISI response, and the detection order �. The output of the
algorithm is the set of a posteriori LLRs for each track in �.

The algorithm begins by initializing αn = 1 for all tracks n.
It then proceeds to the main loop (line 2 through line 11),
which steps through each track index in �. The current track
index is identified as i in line 3, and the set of previously
detected tracks that will be used for cancellation is identified
as P in line 4. Observe that line 4 specifically excludes the
current track i from P , which is necessary if track i were
detected earlier, since it would not make sense to subtract the
contributions from track i when the goal is to detect track i .

Algorithm 1: Pseudocode of the Proposed Soft ITI
Cancellation Detector

Inputs: ADC outputs {rk}
Crosstrack and downtrack responses {gn}, {hk}
Detection order �

Output: LLR’s {λ(i)
k } for all detected tracks i ∈ �

1 Init: αn = 1 for all n1

for j = 1 to |�| do2

i = �( j)3
P = {�(1), . . . ,�( j − 1)}\{i}4

wi =
(

gigT
i + ∑

n �=i (αn2Eh + M0) gngT
n5

+ N0I
)−1

(2Eh + M0) gi

z(i)
k = wT

i

(
rk − ∑

n∈P x̃ (n)
k gn

)
/
(
wT

i gi
)

for all k6

Compute σ 2
η using (22)7

{λ(i)
k } = Detect ({z(i)

k }, {hk}, σ 2
η )8

{x̃ (i)
k } = Convolve ({tanh(λ

(i)
k /2)}, {hk})9

αi = E((x (i)
k − x̃ (i)

k )2)/Ex10
end11

Observe further from line 4 that the first time through the main
loop ( j = 1), P will be the empty set.

The weights are computed using (17) in line 5, and the
ITI cancellation and suppression is performed using (11) and
z(i)

k = y(i)
k /(wT

i gi) in line 6. After canceling and suppressing
the ITI, the result is applied to a 1-D detector in line 8; this
might be Viterbi, BCJR, or an iterative detector that iterates
between a channel detector and the error-control decoder.
Soft estimates of the ISI symbols are computed in line 9,
which will be used in later passes through the main loop to
cancel ITI. The reliability measure for these decisions is
computed in line 10.

As written, the algorithm requires explicit knowledge of the
target downtrack response h, the crosstrack responses {gn},
the reliability parameters {αn}, the jitter variance σ 2

j , and the
electronic noise power N0. So as to quantify the ultimate
performance of the proposed architecture, we assume in the
following section that all of these parameters are known. While
an adaptive implementation is beyond the scope of this paper,
we should mention that straightforward adaptive estimation
algorithms will be needed in practice for some of these
parameters. For example, the crosstrack response gi, j from
track j to reader i can be estimated by exploiting the knowl-
edge of the preamble and other known patterns on track j ,
and using any of a variety of estimation strategies operating
on the readback waveform from reader i , including recursive-
least-square and least-mean-square algorithms [27] and
per-survivor algorithms [28]. The downtrack response is
typically the outcome of a joint optimization of target
and equalizer based on the generalized partial response
strategy [29]. The reliability parameter αn can be estimated
in at least two ways: First, it could be directly adapted to
minimize the mean-squared error after soft cancellation using,
for example, the least-mean-square algorithm. Alternatively,
since αn is a well-behaved function of the SNR for track n, it
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Fig. 2. Iterative detector based on turbo equalization [19].

may be simpler to first use training to establish a lookup table
that maps SNRn to αn , and then during the detection process,
use an estimate of SNRn to lookup the corresponding αn .

IV. NUMERICAL RESULTS

In this section, we present numerical results for evaluating
the performance of the proposed detector. The results are
based on the model (3) in the special case where there are
N = 5 read heads and L = 9 inputs. We assume that the
tracks are coded independently by a rate-0.9 regular LDPC
code of length 36 409 and column weight 3, constructed using
the progressive edge growth method [30]. Thus, the per-bit
SNR for track i from (4) after accounting for the rate-R code
becomes

SNRi = Eh/R

N0/‖gi‖2 + M0
. (23)

In the downtrack direction, we assume the E2PR2 ISI
response h = [h0, . . . , h4] = [1, 4, 6, 4, 1]. We further
assume that the five read heads are centered over five
adjacent tracks, and that each reader exhibits the same
Gaussian crosstrack response, namely, gT

5 = [g1,5, . . . ,

g5,5] = [0.0183, 0.3679, 1, 0.3679, 0.0183] and gT
5−i =

[g1+i,5, . . . , g5+i,5] for |i | ≤ 4.
In our numerical results, the 1-D detector of line 8 is imple-

mented using the iterative detector shown in Fig. 2, in which a
BCJR soft-output channel detector iterates with a soft-output
LDPC decoder according to the turbo equalization
principle [19]. Note that the BCJR detector does not
exploit the data-dependence of the media noise; we expect
improved performance using a pattern-dependent noise-
predictive BCJR [18]. We implement 10 inner iterations
(inside the LDPC decoder) for each outer iteration of the
turbo equalizer. We apply the termination criterion from [31]:
the iterative process continues as long as

∑
k |λ(i)

k | increases,
and it stops as soon as it decreases.

We consider first the performance in the absence of media
noise (σ 2

j = 0), so that the relative media noise power γ =
M0/(N0 + M0) reduces to γ = 0. The resulting frame error
rate (FER) performance is shown in Fig. 3 for three different
detectors: 1) the linear detector; 2) a hard ITI cancellation
detector; and 3) the soft ITI cancellation detector.

First, we focus on the case when all tracks are detected
using linear ITI suppression, which are the dashed gray curves
in the figure. The two outer tracks1 (i.e., tracks ±2) never
stray from an FER near unity over the range of SNR values
shown; to achieve FER < 10−2 for the outer tracks requires
SNR0 = 40 dB (not shown). The middle track (track 0)
achieves FER = 10−3 at SNR0 = 13.6 dB, while the other
two inner tracks (tracks ±1) require 15.4 dB, a 1.8 dB
difference.

Fig. 3 also includes the results of the proposed soft
cancellation detector, which are the solid black curves in
the figure. These results are based on a detection order of
� = [0, 1,−1, 0, 1, 2, 1, 0,−1,−2,−1, 0], so that the middle
track is detected first and last, with all remaining tracks
detected at least once along the way (among other candi-
date detection orders we considered, this performed the best.
The problem of optimizing � to maximize performance is
an open problem). The performance for the middle track
is only 0.2 dB better with soft ITI cancellation than with
linear suppression: the middle track (track 0) with soft ITI
cancellation achieves FER = 10−3 at SNR0 = 13.4 dB.
However, soft ITI cancellation improves performance for the
remaining tracks. In particular, the two inner tracks (tracks ±1)
perform identically to the middle track (track 0) with soft
ITI cancellation. Thus, for the two inner tracks, the soft ITI
cancellation detector outperforms the linear detector by 2 dB.
The improvement from soft cancellation is even more dramatic
for the outer tracks: with soft ITI cancellation, the outer tracks
(tracks ±2) achieve FER = 10−3 at SNR0 = 17.6 dB, which is
only 4.2 dB worse than the center track, and over 22 dB better
than can be achieved with linear detection alone. These results
suggest that, at least in this one example, the advantage of the
soft ITI cancellation strategy is not so much its performance
for the inner tracks, but rather its advantage is its ability
to reliably recover data from more tracks than is otherwise
possible.

The solid gray curves in Fig. 3 show the performance of
a hard ITI cancellation detector, which mimics the proposed
soft ITI cancellation detector except with hard decisions
ã(n)

k = sign(λ
(n)
k ) used in place of soft decisions ã(n)

k =
tanh(λ

(n)
k /2). The hard cancellation detector performs about

0.2 dB worse than the soft cancellation detector for the three
inner tracks. Although the benefit of using soft decisions for
ITI cancellation is modest in this example, the fact that the
benefit comes at essentially no cost in complexity makes it
attractive nonetheless.

Next, we consider the performance when the media
noise accounts for 80% of the total noise power, so that
γ = M0/(N0 + M0) = 0.8. All other parameters remain the
same as before. The resulting performance is shown in Fig. 4.

Consider first the linear detector: Similar to the case with
γ = 0, we observe that the two outer tracks are not
recovered reliably for the range of SNR values shown. We also
observe that the middle track (track 0) and the other
two inner tracks (tracks ±1) achieve FER = 10−3 at

1For convenience we renumber the tracks: track 0 is the center
track, tracks ±1 are its neighbors, etc.
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Fig. 3. FER performance in the absence of media noise (γ = 0).

Fig. 4. FER performance when media noise is dominant (γ = 0.8).

SNR0 = 13 dB and 15.2 dB, respectively. With soft ITI
cancellation, however, we can recover the two outer tracks
with FER = 10−3 at SNR0 = 19.4 dB, the two inner tracks at
SNR0 = 14.2 dB, and the middle track at SNR0 = 12.7 dB.
The performance gain for the soft cancellation detector thus
depends on the track: it is a modest 0.3 dB for track 0, but it
grows to 1.0 dB for tracks ±1.

A comparison of Figs. 3 and 4 reveals insight into how
the two detection strategies react to media noise. In particular,
as the media noise ratio increases from γ = 0 to γ = 0.8,
we observe the following:

1) For the linear detector, the penalty for tracks ±1 (relative
to track 0) jump from 1.8 to 2.2 dB.

2) For the soft ITI canceller, the penalty for tracks ±1
(relative to track 0) jump from 0 to 1.5 dB.

3) For the soft ITI canceller, the penalty for tracks ±2
(relative to track 0) jump from 4.2 to 6.7 dB.

The increased penalties in the face of media noise can be
explained in part by the absence of any mechanism in the
proposed algorithm for estimating and canceling the interfer-
ence caused by media noise from interfering tracks.

V. CONCLUSION

We considered the problem of how to process the readback
waveforms coming from an array of two or more read heads
in a TDMR application. We presented two strategies for
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mitigating the ITI, one based on linear suppression and one
based on soft cancellation. Numerical results demonstrated that
the relative advantage of the two detection strategies depends
on the location of the track being detected. For the inner tracks
near the center of the read-head array, the gain of the soft
ITI cancellation detector over the linear detector is modest.
For the outer tracks near the edge of the array, in contrast,
the gain of the soft ITI cancellation detector over the linear
detector is significant. Therefore, for a given pass of a read-
head array, the soft ITI cancellation strategy has demonstrated
its ability to reliably recover the data from more tracks than
would otherwise be possible using linear ITI suppression.
Future work should develop adaptive implementations for
these algorithms and explore the optimization problem for the
detection order �.

APPENDIX A
DERIVATION OF (7) FOR LINEAR CASE

For the case of linear ITI suppression of (5), the mean-
squared error of (6) can be written as

MSE = E
((

wT
i rk − (

x (i)
k + m(i)

k

))2)

= wT
i E

(
rkrT

k

)
wi + Ex + 2σ 2

j Eq

−2wT
i E

((
x (i)

k + m(i)
k

)
rk

)

= wT
i Rwi + Ex + 2σ 2

j Eq − 2wT
i p (24)

= (wi − R−1p)T R(wi − R−1p) + Ex

+ 2σ 2
j Eq − pT R−1p (25)

where we have introduced the correlation matrix R = E(rkrT
k )

and correlation vector p = E((x (i)
k + m(i)

k )rk), and where the
last equality follows from completing the square. From (3),
we can compute R and p as

R = (
Ex + 2σ 2

j Eq
) ∑

n

gngT
n +

(
N0

2T

)
I, and

p = (
Ex + 2σ 2

j Eq
)
gi . (26)

Since R is symmetric, the quadratic form for the first term
in (25) implies that it cannot be negative. We can thus
minimize MSE by forcing the first term to zero, which is
achieved when wi = R−1p, which reduces to (7) when using
the results of (26), along with the identity M0 = 4T σ 2

j Eq .

APPENDIX B
DERIVATION OF (17)

The defining equation of (11) for the soft ITI cancellation
scheme can be rewritten as

y(i)
k = wT

i r̃k (27)

where we have introduced r̃k the residual observation vector
after soft cancellation, namely

r̃k = rk −
∑

n∈P
x̃ (n)

n gn. (28)

Therefore, following the same procedure as in Appendix A,
we can write the MSE after soft ITI cancellation as

MSE = (wi − R̃−1p)T R̃(wi − R̃−1p)

+ Ex + 2σ 2
j Eq − pT R̃−1p (29)

where from (3) and (28) we have

p = E
((

x (i)
k + m(i)

k

)
r̃k

)

= E
((

x (i)
k + m(i)

k

)
rk

)

= (
Ex + 2σ 2

j Eq
)
gi (30)

and

R̃ = E
(
r̃k r̃T

k

)

= Ex

∑

n /∈P
gngT

n +
∑

n∈P
E

((
x (n)

k − x̃ (n)
k

)2
)

gngT
n

+2σ 2
j Eq

∑

n

gngT
n +

(
N0

2T

)
I

= Ex

∑

n

αngngT
n + 2σ 2

j Eq

∑

n

gngT
n +

(
N0

2T

)
I (31)

where we have introduced

αn =
{

1, for n /∈ P
E

((
x (n)

k − x̃ (n)
k

)2
)
/Ex , for n ∈ P .

(32)

We can thus minimize MSE by forcing the first term in (29)
to zero, which is achieved when wi = R̃−1p. This reduces
to (17) when using (30) and (31).
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