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Abstract—A bottleneck in multiple-input multiple-output communications systems is the complexity of detection at the receiver. The complexity of optimum maximum-likelihood detection is often prohibitive, especially for large numbers of antennas and large alphabets. A suboptimal tree-search-based detector known as the $K$-best detector is an effective scheme that provides a flexible performance-complexity tradeoff. In this paper, we identify scalar list detection as a key building block of the $K$-best detector, and we propose an efficient low-complexity implementation of the scalar list detector for $M$-ary QAM using a slicing operation. Embedding the slicing list detector into the $K$-best framework leads to our proposed slicing $K$-best detector. Simulation results show that the proposed detector offers comparable performance to the conventional $K$-best detector, but with significantly reduced complexity when $K$ is less than the QAM alphabet size $M$. Since the slicing list detection is performed at each visited node in the detection tree, the complexity reduction is especially significant when the number of antennas and the alphabet size are large, making the proposed detector a competitive option for high spectral-efficiency wireless systems.

Index Terms—Slicing, $K$-best detection, multiple-input multiple-output, spatial multiplexing, list error probability.

I. INTRODUCTION

The push for higher spectral efficiency in multiple-input multiple-output (MIMO) communications systems and standards is leading to an increase in both the number of antennas and the alphabet size. The IEEE 802.11ac wireless LAN standard [1] supports up to $N = 8$ spatial streams through a MIMO channel using $M$-ary QAM with alphabet size as large as $M = 256$. Also, the next-generation (5G) cellular network [2] will use carrier frequencies above 6 GHz, enabling an increase in the number of antennas with half-wavelength spacing in a small form factor. The increased spectral efficiency comes at the price of increased complexity of the MIMO detector at the receiver, which grows rapidly with $N$ and $M$. For example, an exhaustive search maximum-likelihood (ML) detector that considers all $M^N$ possible combinations of transmitted symbols quickly becomes prohibitive for large $N$ and $M$.

A variety of suboptimal MIMO detectors with reduced complexity have been proposed [3]. The zero-forcing (ZF) and minimum mean-squared-error (MMSE) linear detectors have low complexity but inferior performance. Ordered successive interference cancellation (OSIC) detectors, also known as vertical Bell Laboratories layered space-time (V-BLAST) detectors [4], [5] perform better than linear detectors, but still fall significantly short of ML performance. The parallel detector (PD) [6] considers all possible candidates for the first symbol, then separately implements an OSIC detector based on each candidate for the first symbol to recover the remaining symbols. Accordingly, the PD scheme provides better performance than the OSIC scheme at the cost of increased complexity. Lattice-reduction aided detectors use the Lenstra-Lenstra-Lovasz algorithm [7] or Seysen’s algorithm [8] as a preprocessing step to transform the channel matrix into a more orthogonal channel, but the high complexity of lattice reduction is a burden for fast fading channels. A semidefinite relaxation based scheme rephrases MIMO detection as a convex optimization problem, but the complexity is still high when $M$ is large [9].

Many MIMO detectors are cast as a search through an $M$-ary tree with $N$ layers. For example, the sphere decoder is a depth-first tree search strategy based on Fincke-Pohst [10], [11] or Schnorr-Euchner [12], [13] enumeration that can approach the performance of the ML detector, but with high complexity that varies depending on the channel and noise. The $K$-best detector is an effective strategy for searching a tree [14]–[19], not only because it provides a flexible performance-complexity tradeoff, but also because it has a fixed complexity that is independent of the channel and noise, which makes it amenable to implementation. However, as the alphabet size $M$ increases, the complexity of the $K$-best scheme rapidly increases, due to the fact that the number of candidates in each layer is scaled up by a factor $M$. The processing delay of the $K$-best scheme can be reduced by exploiting parallel computations at the cost of larger number of functional units, and also by simplifying the Euclidean-norm metric computations [15], but neither reduces the size of the search space.

Selective spanning with fast enumeration (SSFE) [20]–[22] is a method aimed at reducing the search space of the $K$-best scheme. With selective spanning, the value of $K$ decreases as the scheme progresses through the layers of the tree. Fast enumeration is realized by first quantizing the complex input to the closest alphabet symbol, then obtaining the set of $K − 1$ neighboring symbols from the quantized symbol. For a $4 \times 4$ MIMO system using 64-QAM, it is claimed

in [20] and [21] that with the help of channel coding, the coded BER performance of SSFE with $K = [4, 2, 1, 1]$ in each layer is similar to that of the $K$-best scheme with $K = 4$, and that SSFE with $K = [8, 4, 2, 1]$ is similar to $K$-best with $K = 8$. However, the performance of detector itself is degraded due to having less number of candidates in the later layers. Also, using a small value of $K$ at the final layer can lead to unreliable log-likelihood ratio (LLR) estimates for soft-output detection [23].

In this paper, we propose a modification of the $K$-best detector for the case of QAM alphabets that significantly reduces complexity when $K < M$, without compromising performance. The proposed detector is based on a scalar list detector for $M$-ary QAM that uses a slicing operation to approximate the minimum-distance list detector, a modification that provides two benefits: it reduces the number of metric computations for each node from $M$ to $K$, and it reduces the number of candidates to be sorted at each layer from $KM$ to $K^2$. Simulation results show that the proposed slicing $K$-best scheme provides almost identical performance to that of the conventional $K$-best scheme, but with significantly reduced complexity. Since the slicing list detection is performed at each node in every layer of the detection process, the complexity reduction is especially significant for a MIMO system with a large number of antennas $N$ and with a large alphabet size $M$.

The following section presents the channel model and a description of the tree structure, along with a summary of the conventional $K$-best MIMO detector. In Sect. III, we examine the problem of scalar list detection. In Sect. IV, we rephrase the $K$-best detector in terms of the scalar list detector, and propose the slicing $K$-best MIMO detector. In Sect. V, we provide simulation results, and Sect. VI summarizes the conclusions of our work.

II. CHANNEL MODEL AND THE $K$-BEST MIMO DETECTOR

A. Channel Model and the Detection Tree

We consider a linear memoryless MIMO channel with $N$ transmit antennas and $N_r$ ($\geq N$) receive antennas, whose complex baseband model is given by:

$$\mathbf{y} = \mathbf{Hx} + \mathbf{z},$$

where $\mathbf{y} = [y_1, \ldots, y_N]^T$ is the received vector, $\mathbf{x} = [x_1, \ldots, x_N]^T$ is the transmitted vector whose elements are independently chosen from the same QAM alphabet $\mathcal{A}$ of size $|\mathcal{A}| = M$, $\mathbf{H}$ is the $N_r \times N$ channel matrix with rank $N$, and $\mathbf{z} = [z_1, \ldots, z_N]^T$ is the noise vector. We assume throughout the paper a QAM alphabet whose size $M$ is an even power of 2, with real and imaginary parts consisting of the odd integers from $-\sqrt{M+1}$ to $\sqrt{M-1}$, so that the energy of the alphabet is $\mathbb{E} = \frac{2(M-1)}{3}$. Also, we assume a Rayleigh fading channel, so that the entries of $\mathbf{H}$ are i.i.d. zero-mean complex Gaussian random variables with unit variance, and we assume additive white Gaussian noise (AWGN), in which the entries of $\mathbf{z}$ are i.i.d. zero-mean complex Gaussian random variables with variance $\sigma^2$. The signal-to-noise ratio (SNR) at the receiver is then given by $\frac{N_0}{\sigma^2}$.

The ML detector chooses its decision $\mathbf{x} \in \mathcal{A}^N$ to minimize

$$J_N(\mathbf{x}) = \| \mathbf{y} - \mathbf{Hx} \|^2$$

$$= \| \mathbf{\hat{y}} - \mathbf{Rx} \|^2 = \sum_{\ell=1}^{N} |\hat{y}_\ell - \sum_{j=1}^{\ell} R_{\ell j} x_j |^2,$$

where we have introduced $\mathbf{\hat{y}} = \mathbf{Q}^H \mathbf{y}$, where $\mathbf{Q}$ is the unitary matrix in the QR decomposition $\mathbf{H} = \mathbf{QR}$ of the channel matrix, and where $\mathbf{R}$ is a lower-triangular matrix with positive real diagonal elements. We choose $\mathbf{R}$ to be lower triangular for the sake of simpler presentation, since an upper-triangular choice would require that the entries of $\mathbf{\hat{y}}$ and $\mathbf{x}$ be processed in a reverse order.

We can interpret (3) as the sum of $N$ branch metrics in a path through an $M$-ary tree with $N$ layers, whose $M^N$ leaf nodes represent all possibilities for $\mathbf{x} \in \mathcal{A}^N$. The $\ell$-th layer of the tree has $M^\ell$ nodes, one for each possible combination of $\{x_1, \ldots, x_\ell\}$. To the branch from a node at the $(\ell - 1)$-th layer to a child at the $\ell$-th layer we assign a metric according to (3), which can be rewritten as:

$$BM_{\ell} = |\hat{y}_\ell - R_{\ell \ell} x_\ell |^2,$$

where $\hat{y}_\ell = \mathbf{\hat{y}} - \sum_{j=1}^{\ell-1} R_{\ell j} x_j$ represents the observation for the $\ell$-th layer after the contributions from the previous layer $\{x_1, \ldots, x_{\ell-1}\}$ have been subtracted.

B. The $K$-Best MIMO Detector

The $K$-best algorithm [14]–[16], also known as the QRD-M algorithm [17]–[19], is a breadth-first strategy for searching the tree. It proceeds through the tree one layer at a time, starting at the root, and at each layer it only hands over the surviving $K$ nodes with the smallest cost to the next layer.

The pseudocode for the $K$-best detector is given in Algorithm 1. Here an ordered vector $c = [x_1, \ldots, x_N] \in \mathcal{A}^N$ is used to represent a candidate node at the $\ell$-th layer of the tree, with the null set $\phi$ representing the root node at layer zero, and the set of all transmit vectors $\mathcal{A}^N$ representing the $M^N$ leaf nodes at layer $N$. The cost of a candidate node $c$ at the $\ell$-th layer is denoted $J(c)$. The set of all candidates (before pruning) at a given layer is denoted by $\mathcal{C}$, while the set of all survivor nodes (after pruning) is denoted by $S$.

Lines 1 and 2 of the pseudocode initialize the survivor as the root node with zero cost. The algorithm then steps through the $N$ layers of the tree, where for each layer it forms a set $\mathcal{C}$ of candidate nodes comprising the $M$ children of each of the survivor nodes from the previous layer, and further computes their associated costs. At the first layer of the tree there are $|\mathcal{C}| = M$ candidates, while at all remaining layers there are $|\mathcal{C}| = K M$ candidates. The $K$ best candidates from $\mathcal{C}$ are declared to be the survivors in line 14. After reaching the last layer of the tree, the leaf node with the smallest metric is declared to be the detected symbol set in line 16.

In lines 7-11, the algorithm adds all $M$ children of each surviving node to the candidate set $\mathcal{C}$. In fact, however, there is no need to extend all $M$ children of a node, since at most $K$ children from each node will ever survive the pruning.
Algorithm 1 The K-Best MIMO Detector

1: $\mathcal{S} \leftarrow \emptyset$
2: $J_0(\emptyset) = 0$
3: for $\ell = 1$ to $N$ do
4: \quad $\mathcal{C} \leftarrow \emptyset$
5: \quad for $s \in \mathcal{S}$ do
6: \quad \quad $\tilde{y}_\ell = \tilde{y}_\ell - \sum_{j=1}^{\ell-1} R_{\ell j} s_j$
7: \quad \quad for $x_j \in \mathcal{A}$ do
8: \quad \quad \quad $c = [s \mid x_j ]$
9: \quad \quad \quad $J_{\ell}(c) = J_{\ell-1}(s) + |\tilde{y}_\ell - R_{\ell \ell} x_\ell|^2$
10: \quad \quad \quad $\mathcal{C} \leftarrow \mathcal{C} \cup c$
11: \quad end for
12: end for
13: if $\ell < N$ then
14: \quad $\mathcal{S} \leftarrow \text{prune}(\mathcal{C})$, keeping only the $K$ best
15: else
16: \quad $\hat{s} = \text{Best}(\mathcal{S})$
17: end if
18: end for

process to the next layer. This suggests a prune-as-you-go modification of the $K$-best detector, in which the $M$ branches from each survivor node are immediately pruned to the $K$ best branches, without consideration of any other survivor nodes. This modification reduces the number of branches from each survivor node to $K$, and thus reduces the total number of metrics to be computed and sorted in each layer from $KM$ to $K^2$. While it might seem that this reduction in complexity is partially offset by the additional complexity introduced by the intermediate pruning steps, we will see in the following section that these pruning steps can be accomplished with negligible complexity using our proposed slicing list detector.

III. SCALAR LIST DETECTION

The prune-as-you-go approach in the previous section leads to an alternative implementation of the $K$-best detector built upon a scalar list detector. In particular, the combination of (i) extending a survivor node to its $M$ children, and (ii) pruning to the $K$ best, can be viewed as a single instance of a scalar list detector. Specifically, we define a list detector of length $K$ for an $M$-ary alphabet $\mathcal{A}$ as a mapping from $\mathbb{C}$ to a subset $\mathcal{Z} \subset \mathcal{A}$ of size $|\mathcal{Z}| = K$. The list detector is thus like a conventional hard-output detector, except that it produces a list of multiple alphabet symbols as its decision instead of just one. The remainder of this section examines the design and performance of the scalar list detector.

A. The Minimum-Distance List Detector

Given a complex input $p$, the minimum-distance list detector produces the list of $K$ elements of the alphabet that are closest to $p$, based on the squared Euclidean distances $|p - x|^2 : x \in \mathcal{A}$.

As an example of minimum-distance list detection, consider the case of $M = 16$ QAM. Fig. 1 shows the decision regions of the minimum-distance list detector for six different values of $K$. In each case, the complex plane is partitioned into a finite number of disjoint decision regions, so-named because every point in a given decision region gets mapped to the same decision list. With the decision regions and decision lists defined, the problem of mapping a given point $p$ to its minimum-distance list can be transformed to determining in which of the decision regions the given point $p$ is located. However, the irregular shapes of the decision regions make the task of identifying the correct decision region to be computationally intensive, with no obvious alternative to a brute-force approach for each point $p$ of first computing then sorting the $M$ metrics $|p - x|^2 : x \in \mathcal{A}$.

B. The Slicing List Detector

We propose a suboptimal list detector with significantly reduced complexity called the slicing list detector. Like the minimum-distance list detector, the slicing list detector has a finite number of decision regions, and every point in a given region gets mapped to the same decision list. Unlike the minimum-distance detector, however, we impose the constraint that the thresholds that divide adjacent decision regions be either horizontal or vertical lines. This simple constraint enables us to determine in which decision region a given complex point lies by a simple operation commonly known as slicing: by separately comparing the real and imaginary parts of the given point with a set of fixed threshold values. By constructing a lookup table that maps each decision region to the corresponding decision list, the slicing list detector can be implemented with extremely low complexity.

There are two primary degrees of freedom in the design of a slicing list detector: (i) choosing the slicing thresholds which defines the decision regions, and (ii) choosing the decision list that corresponds to each decision region. These two choices are examined in the following two subsections.

1) Slicing Thresholds: Given that the real and imaginary parts of the $M$-QAM symbols consist of the odd integers...
from $-\sqrt{M}$ to $\sqrt{M} - 1$, we propose that the threshold values for both the real and imaginary parts be placed at all integers from $-\sqrt{M}$ to $\sqrt{M}$. This choice leads to dividing the complex plane into a total of $4(\sqrt{M} + 1)^2$ sub-regions, 4$M$ of which in the middle are square in shape, while $4(1 + 2\sqrt{M})$ at the edges and the corners are semi-infinite rectangular in shape.

2) Decision Lists: Once the thresholds are defined, it remains to identify the decision list of $K$ alphabet symbols with each corresponding decision region. We propose that the list $\mathcal{L}_i$ associated with the $i$-th sub-region $\mathcal{R}_i$ be chosen so as to minimize the following mean-squared-error (MSE) metric of the difference in Euclidean distances:

$$
\mathcal{L}_i = \arg \min_{\mathcal{L}} \mathbb{E} \left[ \frac{1}{K} \sum_{k=1}^{K} \left( \hat{d}_k(p) - d_k(p) \right)^2 \middle| p \in \mathcal{R}_i \right],
$$

$$
i = 1, \ldots, 4(\sqrt{M} + 1)^2, \quad (5)
$$

where $\hat{d}_1(p) \leq \hat{d}_2(p) \leq \cdots \leq \hat{d}_K(p)$ are the sorted distances from the point $p \in \mathbb{C}$ to each of the $K$ symbols in the list $\mathcal{L}$, and $d_1(p) \leq d_2(p) \leq \cdots \leq d_K(p)$ are the sorted distances from the point $p$ to each of the closest $K$ symbols in the minimum-distance list. Here, the point $p$ is a complex random variable that is defined by $p = x + n$, where $x \in \mathbb{A}$ is a uniformly distributed complex symbol, and $n$ is zero-mean circularly-symmetric complex Gaussian noise.

Strictly speaking, the decision lists found through (5) are a function of SNR. Nevertheless, in practice we have achieved good performance by obtaining a single list at a single nominal SNR value, then using that list for all encountered SNR values. This is possible because when a change in SNR causes the decision list for a complex point $p$ to change, the change is at the end of the list (corresponding to the symbol furthest from $p$), where one distant symbol with a low probability of being transmitted is replaced by another distant symbol with a similarly low probability of being transmitted.

The decision lists of the slicing list detector for 16-QAM with $K = 4$ and $K = 12$ are illustrated in Fig. 2, where the decision lists associated with the decision regions are obtained by the criterion given in (5) at SNR = 0 dB. The decision lists for the remaining decision regions follow from symmetry considerations.

Fig. 3 shows the decision regions of the slicing list detector for 16-QAM with different values of $K$ (assuming SNR $= 0$ dB). Comparing Fig. 3 to Fig. 1, we can see how the slicing list detector approximates the decision regions of the minimum-distance list detector, subject to its constraint that the boundaries be horizontal and vertical lines.

The performance of a scalar list detector is quantified by its list error probability (LEP), which is defined as the probability that the transmitted symbol is not included in the decision list [24]. Fig. 4 compares the LEP of the slicing list detector and the minimum-distance list detector in a Rayleigh fading channel for the case of 16-QAM. It can be observed that the LEP of the slicing list detector closely matches that of the minimum-distance list detector.

Also shown in Fig. 4 is the performance of an alternative design strategy for a list detector, in which the set of $K$ candidates are determined by first quantizing the point $p$ to the closest symbol, then obtaining the list of neighboring
$K-1$ symbols from the closest symbol. Since the distance between adjacent thresholds is fixed to the minimum distance between symbols, it suffers from performance degradation. Furthermore, the discrete Gaussian distribution of the point $p$ is not accounted for in mapping the decision lists. Accordingly, Fig. 4 shows that the closest-symbol list detector suffers an SNR loss of between 0 and $5\,\text{dB}$, depending on the value of $K$.

IV. THE SLICING $K$-BEST MIMO DETECTOR

The prune-as-you-go strategy from Sect. II can be built on the concept of scalar list detection from Sect. III, since the process of determining the $K$ best of the $M$ children from a given survivor node is equivalent to applying the interference-reduced channel observation for the node to the minimum-distance list detector of Sect. III-A. This leads to our proposed slicing $K$-best detector, presented in the pseudocode of Algorithm 2. Unlike Algorithm 1, which extends each survivor to all $M$ children, Algorithm 2 uses a list detector to extend each survivor to only $K$ of its children. If we were to use the minimum-distance list detector of Sect. III-A in line 7, then Algorithm 2 would produce exactly the same decisions as Algorithm 1. Instead, we propose to use the slicing list detector, such that $\text{SlicingList}(t)$ in line 7 maps its input argument $\hat{y}_\ell/R_\ell \in \mathbb{C}$ to the decision list $\mathcal{L} \subseteq A$ determined in Sect. III-B, where $|\mathcal{L}| = K$. At the first layer of the tree there are $|\mathcal{C}| = K$ candidates, while at all remaining layers there are $|\mathcal{C}| = K^2$ candidates. The previous path metric $J_{\ell-1}(s)$ in line 10 remains constant for all children from the same node, so adding the term does not alter the choice of $K$ best children from each node. The $K$ best survivors from $K^2$ candidates are determined in line 15 while taking into account $K$ different values of the previous path metrics, so the ordering within the $K$ survivors from each node is not required. Thus, a simple slicing operation that yields an unsorted list of $K$ best children from each node suffices in line 7.

There are two immediate benefits from the fact that the slicing list detector in Algorithm 2 extends a survivor node only to $K$ of its children, as opposed to all $M$ children in Algorithm 1:

- The number of metrics computations in each layer is reduced by $K/M$.
- The number of metrics to be sorted to prune to $K$ survivors in each layer is reduced by $K/M$.

It is known that sorting techniques have an average complexity of $O(n\log n)$ or larger, where $n$ is the length of a sorting list. So, by reducing the size of a sorting list from $KM$ to $K^2$, the sorting complexity is reduced by a factor of less than $K/M$. It is also noteworthy that there is no sorting and selection process required at the first layer in the proposed slicing $K$-best detector, since the $K$ survivors from the first layer are solely determined by a simple slicing operation, and the ordering within the $K$ survivors is again not required. The overall effect is a net reduction in complexity by a factor of less than $K/M$.

V. NUMERICAL RESULTS

In this section we present simulation results for the performance and complexity of several MIMO detection schemes, including the conventional $K$-best and the proposed slicing $K$-best schemes. The performance is compared in terms of BER, and the complexity is compared in terms of the number of operations. In order to make fair comparisons of performance and complexity between various detection schemes, the simulations for the schemes that involve sequential detection process, such as OSIC, PD, $K$-best, and slicing $K$-best, all employ the optimal ordering for the sequential detection.

A. Uncoded BER Performance

Fig. 5 depicts the uncoded BER versus $E_b/N_0$, or SNR per bit, of the $K$-best detector and the slicing $K$-best detector for 16-QAM with $K = 12$ and 64-QAM with $K = 16$, respectively. Before the QR decomposition, the columns of
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of the matched-filter bound (MFB) [25] based on a single-input multiple-output (SIMO) channel. Comparing the BER curves of $K$-best and slicing $K$-best schemes to the MFB suggests that both schemes achieve almost full receiver diversity gain up to a certain SNR, even with $K < M$. This indicates that the slicing $K$-best schemes can be a good match for a coded system, as it performs relatively well with low complexity at lower SNR. At higher SNR, the diversity gain gets lower for both schemes.

B. Coded BER Performance

Soft outputs in the form of LLR estimates required for soft-decision channel decoding can be computed by considering the set $\mathcal{S}$ of all $K$ survivor vectors at the final layer, each vector with $N$ symbols. The LLR estimates can be obtained from the following, based on the max-log approximation [26], [27]:

$$
LLR(b_{i,\ell}|y) = \ln \frac{P(b_{i,\ell}=1|y)}{P(b_{i,\ell}=0|y)} = \ln \sum_{x \in S_{i,\ell} \subset \mathcal{S}} \exp \left(-\frac{1}{2\sigma^2} |y - Hx|^2 \right)
$$

where $b_{i,\ell}$ denotes the $i$-th bit of the symbol in the $\ell$-th layer, and $S_{i,\ell}, S_0 \subset \mathcal{S}$ denote the set of symbol vectors in which the $\ell$-th symbol of each vector has either 1 or 0 at the $i$-th bit. The computed LLRs are then fed into the subsequent soft-decision channel decoder, such as a low-density parity-check (LDPC) decoder.

Fig. 6 shows the (64800, 32400)-LDPC coded BER versus $E_b/N_0$ of the $K$-best detection and the slicing $K$-best detection schemes for 16-QAM with $K = 12$ and 64-QAM with $K = 16$, respectively. In both cases, we again observe a close match between the BER curves of the $K$-best detector and the slicing $K$-best detector. In our simulations the list length $K$ was large enough to prevent an empty set $S_{i,\ell} = \phi$ or $S_0 = \phi$ in the numerator or denominator of (6). For a smaller $K$, however, it has been reported in [23] that clipping the LLR value to a certain range can mitigate the performance degradation resulting from unbounded LLR due to an insufficient list length.

To accommodate iterative detection and decoding schemes [27]–[29], soft inputs to the detector as well as soft outputs are required. This can be realized by adding the extrinsic information from the soft-decision channel decoder to the branch metric in (4) as an updated a priori probability, which converts the ML criterion to the maximum a posteriori (MAP) criterion [30]–[32].

C. Complexity-Performance Tradeoffs

There are two factors that affect the complexity involved in the metric calculations: the computational complexity involved in each calculation itself, and the number of calculations required for the detection process, which is determined by the size of the search space. An example for reducing the computational complexity of calculation is approximating the Euclidean-norm by

$$
\sqrt{x^2 + y^2} \approx \frac{3}{8}(|x| + |y|) + \frac{5}{8} \max(|x|, |y|).
$$

Fig. 7 depicts the complexity-performance tradeoffs for different MIMO detection schemes. The complexity is quantified

Fig. 5. Uncoded BER versus $E_b/N_0$ for (a) $4 \times 4$ MIMO and (b) $8 \times 8$ MIMO i.i.d. Rayleigh fading channel with Gray mapped 16-QAM and 64-QAM.
by the relative number of operations normalized by the number of operations for ZF detection\(^1\) in the 4 × 4 MIMO case, and the performance is quantified by the required \(E_b/N_0\) for either an uncoded or coded target BER of \(10^{-2}\) and \(10^{-3}\), respectively. From the figure, we observe that the slicing \(K\)-best scheme can significantly reduce the number of operations, while keeping the required \(E_b/N_0\) almost identical to that of the \(K\)-best scheme. When compared to all of the other detectors, which all trace out a roughly inverse-proportional tradeoff curve between performance and complexity, the proposed slicing \(K\)-best detector stands out as an exception, achieving near-best performance with a substantially low complexity.

For the \(K\)-best, slicing \(K\)-best, and PD schemes, comparing the required \(E_b/N_0\) for the uncoded target BER of \(10^{-2}\) while increasing the MIMO channel rank for a fixed modulation order (□ vs. ∆ markers, and ◊ vs. ○ markers in Fig. 7(a)), it can be observed that the required \(E_b/N_0\) for the 8 × 8 MIMO case is even smaller than that for the 4 × 4 MIMO case. This is attributed to the higher diversity gain (exhibited as steeper slope of BER curves in Fig. 5(b) compared to that in Fig. 5(a)) provided by the larger number of receive antennas. However, for the ZF and MMSE linear detectors, the achievable diversity gain is \(N_r - N + 1 = 1\) for both 4 × 4 MIMO and 8 × 8 MIMO cases. So, the required \(E_b/N_0\) increases as the MIMO channel rank increases for a given modulation order.

The ML-A scheme in Fig. 7 uses the Euclidean-norm approximation of (7) in calculating path metrics, so as to reduce the computational complexity. However, the size of the search space is often more critical, as it also entails a requirement for a buffer size to store and fetch calculated metrics and to compare them. Thus, reducing the calculation complexity alone has limited effect on lowering the overall complexity, especially for a higher rank MIMO system with a higher modulation order.\(^2\) From the figure, we can observe that the \(K\)-best, slicing \(K\)-best, and PD schemes outperform

\(^1\)Since the channel \(H\) is a square matrix, the inverse \(H^{-1}\) is used instead of the pseudoinverse \((H^H H)^{-1} H^H\) in counting the number of operations for ZF detection.

\(^2\)It is worth mentioning that the Euclidean-norm approximation of (7) can be incorporated with \(K\)-best or slicing \(K\)-best scheme to further reduce the complexity involved in path metric calculations.
the ML-A scheme even with less complexity for \(4 \times 4\) MIMO with 16-QAM case. Beyond the \(4 \times 4\) MIMO with 16-QAM, an exhaustive search-based detection scheme, such as ML or ML-A, becomes impractical as the number of candidate sets gets out of a practical scope. Therefore, the simulations for ML and ML-A schemes are performed only for the \(4 \times 4\) MIMO with 16-QAM case.

The layer ordering for the OSIC scheme is based on the decreasing order of post-detection SINR. The PD scheme is an extension of the OSIC scheme, while performing parallel sub-stream detection by considering all possible \(M\) candidates at the first layer. In this case, detecting the symbol with the smallest SINR at the first layer, then perform sub-stream detection based on the decreasing order of post-detection SINR is shown to be optimal [33]. As stated earlier, the layer ordering for the \(K\)-best and slicing \(K\)-best detection schemes is based on the decreasing order of SINR.

Comparing complexity while increasing the modulation order (▽ △ markers for 16-QAM, ◆ ○ markers for 64-QAM, and ★ markers for 256-QAM), one can notice that the complexity gap between the \(K\)-best scheme and the slicing \(K\)-best scheme increases rapidly as the modulation order \(M\) increases. The complexity in the \(K\)-best scheme is affected by both \(M\) and \(K\) values, since the number of branches from each node is governed by \(M\), and the number of nodes in each layer is governed by \(K\). From the figure, it can be observed that the number of operations for the \(K\)-best scheme increases more than a linear factor of the increase in \(M\), as \(K\) value also has been increased to avoid increase in the BER. On the other hand, the number of operations for the slicing \(K\)-best scheme is only affected by the increase in \(K\), as the number of branches from each node and the number of nodes in each layer are both governed by \(K\). The complexity of PD scheme increases roughly linear to \(M\), as the number of parallel sub-streams from the first layer increases proportional to the alphabet size.

The size of the exhaustive search space for the 16-QAM, \(8 \times 8\) MIMO case is \(16^8\), which is 256 times larger than that for the 64-QAM, \(4 \times 4\) MIMO case, which is \(64^4\). However, Fig. 7 shows that the number of operations for 64-QAM, \(4 \times 4\) MIMO case is higher than for the 16-QAM, \(8 \times 8\) MIMO case, which indicates the complexity of the \(K\)-best scheme does not scale accordingly with the complexity of the problem to be solved, since it is dominantly affected by the increase in \(M\). On the other hand, the breadth of the tree search in the slicing \(K\)-best scheme is controlled by \(K\), so the complexity does not scale by a factor of \(M\). This becomes more crucial for higher-order modulation cases. In [16], it is claimed that as the symbol constellations quadruples from 16-QAM to 64-QAM, the \(K\) value only doubles for the similar BER performance. If the \(K\) value increases proportionally as the modulation order \(M\) increases, still the difference between \(M\) and \(K\) increases, so the complexity gap between the conventional \(K\)-best and the slicing \(K\)-best increases even for the same \(K/M\) ratio.

In each layer except for the first layer, the number of metrics to be computed and sorted to select \(K\) best candidates in the conventional \(K\)-best scheme is \(KM\), whereas that in the slicing \(K\)-best scheme is \(K^2\), which is reduced by a factor of \(K/M\). In the first layer, \(M\) number of metrics need to be computed and sorted to select \(K\) best candidates from them for the conventional \(K\)-best scheme, whereas there is no sorting and selection process required for the slicing \(K\)-best scheme.

Fig. 8 compares the detection complexity of the \(K\)-best scheme and the slicing \(K\)-best scheme for different number of antennas \(N\) and alphabet size \(M\). The value of \(K\) is fixed at \(K = 2\sqrt{M}\), so as to make it double as \(M\) quadruples. In this case, the complexity of the \(K\)-best scheme rapidly increases as \(M\) increases in the order of \(O(KM) = O(M^{3/2})\), whereas the complexity of slicing \(K\)-best scheme increases linearly with \(M\) as in \(O(K^2) = O(M)\). The complexity of \(K\)-best and slicing \(K\)-best schemes both increase linearly as \(N\) increases, but the increasing rate in the \(K\)-best scheme is faster than that in the slicing \(K\)-best scheme by a factor of \(O(M/K) = O(\sqrt{M})\). Hence, the proposed slicing \(K\)-best detection scheme can substantially reduce the complexity of conventional \(K\)-best detection scheme, especially for MIMO systems with large \(M\) and \(N\).

### VI. Conclusions

In this work, we proposed a prune-as-you-go approach for the \(K\)-best MIMO detector that extends only the \(K\) best candidates from each node using a simple slicing operation. This causes the breadth of the tree search to be governed by \(K\), not by the alphabet size \(M\), and it reduces the number of metric calculations by a factor of \(K/M\). The subsequent sorting process also benefits from having fewer entries to be sorted. The slicing simplification is justified by comparing the list error probabilities of the slicing list detector and the minimum-distance list detector. Simulation results show that the proposed slicing \(K\)-best detection scheme provides comparable performance to that of a conventional \(K\)-best detection with substantially reduced complexity. The complexity reduction is especially significant for a MIMO system with a large number of antennas \(N\) and with a large alphabet size \(M\). Comparing the performance-complexity tradeoffs for different MIMO detection schemes, the proposed slicing \(K\)-best detector is shown to be a promis-
ing choice for practical implementation of next-generation MIMO systems.
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