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Generalized Partial-Response Targets for
Perpendicular Recording With Jitter Noise

Piya Kovintavewat, Inci Ozgunes, Erozan Kurtas, John R. Barry, and Steven W. McLaughlin

Abstract—In this paper, we propose new generalized partial-re- o Equalizer
sponse (GPR) targets for perpendicular recording whose transition AN L/ . % 0] . >§ Sk ke | Qi
response is modeled as an error function and compare their perfor- L- b8 Za
mance with the partial-response (PR) targets both in the presence Target - d +
and absence of jitter noise. Regardless of any jitter noise amount, H(D) Ll —wy
results indicate that the GPR targets outperform the PR targets, es-
pecially at high linear-recording densities. We also determine that rig 1. system model with target design.
the dominant error sequence for this perpendicular recording is
the same for all targets when jitter noise is low. Therefore, the
system %erformanc% can 39 further improved by des'gn'ﬂg and apsence of jitter noise, we investigate the nature of the error
using codes to avoid this dominant error sequence. Another sig- oot and determine the dominant error sequence for this per-

nificant point is the fact that the dominant error sequence of per- . . .
pendicular recording is different from longitudinal recording, thus ~ Pendicular channel. We also validate the use of effective SNR
requiring design of different types of codes than the ones used for instead of bit-error rate (BER) as a convenient measure of per-
longitudinal recording. Finally, we show that the effective signal-to- formance, considering that computation of BER takes consider-
noise ratio can be equivalently used instead of the bit-error-rate as gple amount of simulation time.

a measure to compare the performance of different targets. This paper is organized as follows. After describing the

Index Terms—Error events, generalized partial-response (GPR) system model in Section I, Section Il briefly describes how

targets, jitter noise, perpendicular recording. to design the GPR target. The concept of the effective SNR is
described in Section IV. Simulation results for the system with
|. INTRODUCTION and without jitter noise are presented in Section V. Conclusions

ESEARCH on perpendicular recording has been inteerl—re summarized in Section V1.

esting due to the potential for increase in storage capacity
as compared to longitudinal recording. Unlike a longitudinal
recording channel, a perpendicular recording channel containgig. 1 shows the system model for perpendicular recording.
significant information at low frequencies including dc [1]A binary input sequence, € {1} with bit periodZ” s filtered
Even though the same detection process used in longitudipglideal differentiatod — D to form a transition sequendg €
recording, which is a combination of a partial-response (PR)-2 0,2} whereb, = +2 corresponds to a positive or negative
equalizer and the Viterbi detector (VD), can still be used fqfansition and;, = 0 corresponds to the absence of a transition.
perpendicular recording, the PR targets must be specifically dgre sequenci, then passes through the channel represented by
signed for the perpendicular channel for optimal performancene transition response [1]

The PR target of the formil + D)™, whereD is the delay

Il. SYSTEM MODEL

operator andh is integer, is suitable for perpendicular channel, +/In 16
however, not optimal. We show that a generalized partial-re- g(t) = e7‘f< y2lii ) Q)
sponse (GPR) target with arbitrary coefficients yields a better 50

performance than a full dc response PR target with integer coef-

ficients, even in the presence of significant jitter noise. The GPE€re e f(+), is an error function defined asrf(z) =

T .2 . . . .
target and its corresponding equalizer are designed to minim#ze/™ Jy € % dz and PW;, is the width of the derivative of

the mean-squared error (MSE) between the equalizer output 44t &t half its maximum. We define a normalized recording
the desired output, subject to the monic constraint [2]. density as ND= PWi/T". The jitter noiseAt;. is modeled
In addition to designing new GPR targets and comparing th&f & random shift in the transition position whose probability

performance with the PR targets, in the presence and in ﬁljétribution function is truncated Gaussian with zero mean and
varianceaf, whereo; is specified as a percentage’tf Thus,
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wheren(t) is additive white Gaussian noise (AWGN) with two- = comeey o B e o
‘ aﬁn-;w St PR e

sided power spectral density, /2. The readback signa{t) is b s 55‘53 PV adm o o
filtered by a seventh-order Butterworth low-pass filter and ther { ' #wwriia |1 rmmian

sampled at symbol rate, assuming perfect timing. The receive
sequences;, is equalized such that the output sequengere-
sembles the desired sequendgg,Eventually, the VD performs
sequence detection to determine the most likely input sequenc
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SNR required to achiave BER = 10 In a8
©
SNR required to achieve BER = 10™% in ¢8

i r’ I o
ll. GPR TARGET DESIGN 5 B | bR
eem leoms
In this paper, we are interested in designing the GPR targe  #»” . . . . ... .| . |
based on the minimum mean-squared error (MMSE) approac [F - T Th s
[2], subject to the monic constraint because it yields the best
performance among other constraints [2]. Fig. 2. (a) Required electronics SNR versus normalized density (ND) without
_ .. T jitter noise. (b) Required electronics SNR versus jitter noise amount a=ND
LetH = [ho My hL,;L; represent the GPR. target anc%_Bl
letF = [f_x - fo-- fx]|' represent the equalizer, where

hi, and f;, denote the filter coefficients ol (D) and F(D),
respectively, and] represents the transpose operation (refévent as well as the autocorrelation matrixuof, Rww. This

to Fig. 1). Letw,, be the difference between the output of th€an be accomplished by using only one data sector, as opposed
equalizerg;, and the desired output of the equalizér, Given 0 several data sectors required for the computation of BER.
sequences;, anday, the equalizer and the target are designed In this paper, SNg is defined as [3]

such thatE{w3} is minimized in the minimum mean squared

. T, \2 2
sense using (3) SNR.¢ — (¢Te) _ Defiimin 7
R STR,ue o2 (7)
E 2 — E LY KR 2 ) .
{wi'} {[(3" Jie) = (" hy)] } () \wheree is a column vector of the dominant error event. For ex-

. , ) ample, if the dominant error eventis such th@) = 1-2D+
where. denotes the convolution operator afd-} is the ex- 3D?, thene = [1,—2,3]7. Let the error sequence,(D) =
pectation operator. _ _ _ _a1(D) — az(D), wherea, (D) and ax(D) are two input se-

In this paPerK = 101s employe_d in the GP_R deS|gn_ W'thquences of the same length. The error event is then defined as
an as_sumptlon that the center tap |s!cai: 0. Dl_mng the mini- (D) = o(D)H(D). The performance of the VD is largely
mization process, we use the monic constrat= 110 avoid  jatermined by the error sequenggD) that results in the error

reaching the trivial solutions d = F = 0. _ events(D) having the smallest effective distandgi,, rather
By minimizing (3) subject to the monic constraint, one ol the Eyclidean distance [3]. The error ewd?) and error
tains [2] sequence:, (D) having the smallest effective distance is re-
1 ferred to as the dominant error event and dominant error se-
A= (4) quence, respectively.

- —1
17 (A - MTR—lM) I
T —1 -1 V. SIMULATION RESULTS
H=\(A-M'R"'M) T 5) o _
Y In simulations, we refer to the input SNR as “elec-
F=R "MH (6) tronics SNR” or, simply, SNR and define it as SNR:

10log;, L—P;) (dB) whereV,, = g(c0) = 1 is the peak
amplitude of the isolated transition and = Ny/(27) is input
AWGN power.

Each BER point was computed using as many 4096 bit
data sectors as needed to collect 500 error bits, while each
SNR.r point was computed using only one data sector. For
convenience, we denote the “GRRtarget as then-tap GPR
target with the monic constraint. For each ND, the SNR used to

IV. EFFECTIVE SNR design the target and its corresponding equalizer was chosen to

When comparing the performance of different targets, BERinimize the SNR required to achieve the desired BER.
is the ultimate indicator of performance. However, determining Fig. 2(a) compares the performance of different targets as a
BER, especially when BER is less than™fQ requires a con- function of ND in the absence of jitter noise. As illustrated, GPR
siderable amount of computation time. Instead, the effectit@gets can outperform PR targets, especially at higher recording
signal-to-noise ratio (SNR) can be considered as a criteriordensities. This is because the GPR target provides a better match
to determine which target is the best, because it correlates welthe channel response than the PR targets. In Fig. 2(b), we pick
with the BER and it can be computed much faster than BERD = 2.5 and this time compare the performance of different
To compute SNR;, we need to determine the dominant errotargets as a function of the jitter noise amount. Again, it is clear

where\ is the Lagrange multiplied is an L.-element column
vector whose first element is one and the rest is zé&rds

an L-by-L autocorrelation matrix of a sequenag, M is an

N-by-L cross-correlation matrix of sequencgsandag, N is

the number of equalizer coefficientd’ (= 2K + 1), andR is

an N-by-N autocorrelation matrix of a sequengg
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TABLE |
ERROR SEQUENCES FORDIFFERENT TARGETS AND o ; /T |

Error PR2 GPR5 GPR3 GPR5 GPR5 o
Sequences J=0% J=0% J=3% J=6% J=9%
+ 4.90% 3.19% 3.36% 5.84% 41.53% §
+- 67.54% 83.25% 79.66% 35.21%  9.62%

+-+ 579% 0.35% 1.98% 38.31% 21.53% & i

-+ 0.51% 0.58% 1.14% 6.66% 15.73% Wl TR

+-+-+ 0.13% 023% 048% 266% 6.31% D RS,

+-0+- 15.53% 8.75% 8.94% 3.03% 0.00% ; , ‘
+-0+-0+  1.34% 0.73% 084% 0.22% 0.00% S R e AL AT WO S

Others 4.26% 2.72% 3.60% 8.06% 5.28%

Fig. 4. (a) BER versus electronics SNR (dB) and (b) BER versus.gNR
different targets with various jitter amountsiébD = 2.5.

" SNR.z performances of the GPR5 target are compared in
Fig. 3(a), (b) (at ND= 2.5). Clearly, the SNRz performance
coincides with the BER performance. Fig. 3(a) also shows
that, at low jitter noise, SNR can be used to estimate BER

SNRoff (d8)

Sl . using BER~ CQ(1/2v/SNR.¢) [2], whereC is a constant
Qe . independent of2 . For instance, at; /T = 0%, the estimated
4~ Of ) with jter = 0%
§

BER labeled as (-)” is in agreement with the actual BER
L .. o 1 obtained from simulation whe@ = 2.3.

) Beconcs SR ¢ ) Bectonics S8 () In Fig. 4(a), the BER versus SNR plots illustrate that re-
gardless of which target it corresponds to, if SINFs the same,
the BER will be approximately the same, especially at low jitter
) ) cases. As a result, SNRcan be used instead of BER as a cri-
that4the GPR target requires a lower SNR to achieve BER (grion to compare different targets for a given input SNR. How-
107" than PR targets for all jitter noise amounts. ever, keep in mind that to achieve the same BER or $N\R

We would like to point out that, even though the PR2 targgjiterent targets may require different amounts of input SNR as
requires a lower SNR than longer PR targets when jitter noisg sirated in Fig. 4(b).

amount is large (which might be because the PR target with a
fewer number of coefficients is less sensitive to the jitter noise
than that with a larger number of coefficients), this is not the
case for the GPR targets because they still provide a good perfhe new transition response for perpendicular recording is
formance as the target length increases. modeled as an error function [1]. Irrespective of any jitter noise
We also investigate the error events for the perpendicularel, the GPR target yields a better performance than the PR
channel. Table | shows the error sequences and their relatigeget, especially at high recording densities. Also, the GPR
frequency of occurrence for the system operating atNBR.5 target is primarily a function of ND, SNR, and the jitter noise
and BER= 10—*, where J” denotes>; /T". Note that “+" rep- amount. One needs to carefully design the GPR target for each
resents “2” and £” denotes “-2” and all error sequences havesituation in order to obtain a good performance. We showed
a corresponding symmetrical sequence, £g.D) = —¢,(D). thatwhen jitter noise is low, the dominant error sequence is the
For low jitter cases (0%—3%), the dominant error sequengame for all targets and different from longitudinal recording.
for longitudinal recording was shown to be {22} [2], while Designing and using codes that avoid this error sequence will
we found that the dominant error sequence for perpendicufarther improve the system performance [4]. We also showed
recording, for all targets, is {2--2}. Additionally, the number that the SNRg can be equivalently used instead of the BER to
of dominant error sequences tends to increase as the jitter naiggasure the performance of different targets for an ML system
amount increases. Performance can be further improved by déth VD.
signing and utilizing codes that avoid all dominant error se-
guences [4]. Another significant point is that due to the different REFERENCES
nature of error events, post-processors that work well with Ion—[l] T. A. Roscamp, E. D. Boerer, and G. J. Parker, “Three-dimensional
gitudinal recording might not work as well with perpendicular modeling of perpendicular recording with soft underlayet,”Appl.
recording. Phys, vol. 91, no. 10, !\‘/Iay 2002. _ o .
Next, we illustrate the fact that BER and SNRcorrelate [2] fE“E”‘E"’T”r;‘n”sd_ Wgﬁ?,fb%}_?ff’?ﬁ%%@iofonég,x Il\r/ln:rr.nllslaksaeél.hmd detector
well, especially when the jitter noise is low (this might not [3] L.C. Barbosa, “Maximum likelihood sequence estimators: A geometric
be true as jitter noise increases because there are more than view” |EEE Trans. Inform. Theomyol 35, pp. 419-427, Mar- 1989
one dominant error sequences when jitter noise is high anj - Conway, “A new target response with party coding for hig

=S density magnetic recording channellEEE Trans. Magn.vol. 34, pp.
our SNRg does not take this into account). The BER and 2382-2386, July 1998.

Fig. 3. (a) BER and (b) SNR: performances of the GPR5 target.

VI. CONCLUSION
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