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Abstract [6] considered the channel capacity for MPPMema photon

Although multiple pulse-position modulation performs well counting channel, without i_ntersymbpl interference._Hirt [7] cal_—
on ideal channels, its performance on multipath channels rulated the_ channel capacity for a bl_nary_ dlscrete-tlme Gaussian
degraded significantlyin an attempt to quantify the inherent pen-channel using a Monte Carlo approximation. Shamadlgjed
alty due to multipath dispersion, weatuate upper bounds for lower and upper bounds_ of the c_hannel capacity with i.i.d. input
the error probability of each modulation scheme in the presen&@/Mbols for a scalar discrete-time Gaussian channel. In this
of intersymbol interference, considering both an unequalizeB2P€r we &amine the channel capacity adrious modulation
recever and the optimal maximum-ikhood sequence detection Schemes on the channel (1) under the constraints of (2).
recever. We also present upper anavier bounds of the channel In Sect.ll, we develop the general system model for multiple
capacity for multiple pulse-position modulation and #siants, PPM and its ariants. In Seclll, we analyze the performance of
PPM and werlapping PPM. Numerical results shdhat the the unequalized recar and the maximume-liihood sequence
PPM-based schemes are significantly more seesitimultipath  detector In SectlV, we present the xpression for channel

dispersion than is on-okeying. capacity on the ideal channel and bound the channel capacity of
PPM-based schemeway ISI channels. ¥/ present numerical
I. Introduction results in Seciv.
Nonfdirected inf_rared rz_idiation f_efs seeral ac_j\antages IL System Model
over radio as a medium for indoor wireless rats, including
an immense winde of unrggulated bandwidth, immunity to Consider the system model sioin Fig.1(a). Information

multipath fiding (lut not multipath distortion), and a lack of bits with rateR;, b/ s enter the encoderhich groups the bits into
interference from one room to another [1]. But the intense baclblocks of lengthlogsL and maps each block to onelofcode-
ground light of typical indoor efronments is a sere impedi- wordsey ... ¢;,_ 1, Wwhere each coderd is a binary:-tuples of
ment, and peer-efficient modulation is needed to acheehigh  weightw. The set of allwable codeords is what distinguishes

data rates or long range. the diferent modulation schemes. When al}) (n-tuples of
The wireless infrared channel is accurately modeled by th&€ightw are \alid codevords, the resulting modulation scheme
following baseband WGN model [2]: is called multiple PPM (MPPM). When the onlglid codevords
are those binary-tuples of weightv in which thew ones are
y(t):ﬁwx(T)h(t—T) dt + n(t), (1)  consecutie, the result is werlapping PPM (OPPM). Finally

. . whenuw is restricted to unityboth MPPM and OPPM reduce to
wherex(z) represents the instantaneous opticalgraf the trans-  con/entional PPM modulation. Note that the number of code-

mitter, y(t) represents the instantaneous current of theviagei \\ordsZ for MPPM. OPPM. and PPM i), n —w + 1, andn
photodetectori(t) represents the multipath impulse réSponseyegpectiely. The output of the encoder is a sequence of code-

andn(?) is white Gaussian noise with avsided pwer spectral \yordsiy,} with rate1/T = R, /logoL. This sequence is serialized
densityN,. The high intensity of the background light reakhe  {, produce the binary chip sequenag} fuith rate n/T, where

Gaussian noise modelteemely accurate. % = Bams Xpn o 1s s Xpman_1]l. The binary chip sequence
Becausex(t) represents optical per, it must satisfy: drives a transmitter filter with a rectangular pulse shapeof
x(t)20 and E()<P, ) durationT'/n and unity height. d satisfy the paer constraint of

, , . , (2), the filter output is multiplied b§nP/w) before the signal is
whereP is the aerage optical pwer constraint of the transmitter sent across the channel.
A recent paper [3]»xamined the performance of multiple
PPM on the wireless infrared channel assuming no multipath di
persion. Audeh and Kahn [4f@&mined the décts of intersymbol
interference (ISI) on PPM. ®\tend these results bxamining

the efects of ISI on multiple PPM andrerlapping PPM.

As shavn in Fig.1(a), the receer uses a unit-engy filter
?('t) and samples the output at the chip rat& producingy;. The
recever groups the samplgsinto blocks of length, producing
a sequence of obseation \ectors {,}, where y;. =1[y,,
Yin+1s - » Yene+n—11. The recaier passes each obsation

The channel capacity is considered to be a fundamental limiector through a decisiondee to form an estimate , of x;,.
for reliable transmissionver a gven channel [5]. Geghiades
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The equwalent discrete-time channel between transmittedut (e; —cj)Tnk is a zero-mean Gaussian randoamiable with
and receied chips is: varianced;N,, whered;; = dylc;, ¢;) is the Hamming distance
between codeordse; ande;. Therefore, (7) reduces to:

Y= e _Whi%i it ni=si+n, @)
whereh; is the equialent chip-rate impulse response: Prierror 1x; = ¢;, X1 < Z QE( c)) skD @)
nP ; JEr N, g
h;=— =p@) Og(t) OAt) a , 4) ) ) )
t=T/n Averaging @erall all possible codeord sequences\gs:
and wheres; is defined by (3). Pricrror] < L-1 L-1 QE(ci —c A)Tskg ©
We assume thatt) * A-t) is a Nyquist pulse, which will be M+1; =g ozjm 0 Jd;N, o

true whenf(¢) is matched tg(t) or whenf(t) is a whitened-
matched filterIn this case, the noise sampleg will be inde- ~ where the first summation iser allX’ OcM, wherec is the set
pendent zero-mean Gaussian randamables with arianceN,.  of L valid codevords and + 1 is the number of nonzero terms
As shavn in Fig.1(b), the equialent \ector channel between in the impulse respons@l}. Finally, the bit-error probability is:

transmitted codeordsx;, and obseration \ectorsy, is given by: 1/1og,LL
Pr[bit error] = 1 —(1 — Pr[error]) . (10)

=SH" Hyx, ;+n,=s,+n,, (5)
Tk 21:0 L For on-of keying (OOK), the bit stream, symbol stream, and

where the channel impulse response iaplitz sequench, chip stream are all one in the same. Bgraging oer all pos-

with [Hyl;i = e vi—jo 8= [Spns Skn+ 15 -+ skn+n_1] is the sible bit streamsX}, the total bit error probability is:

signal componeniy, = [nay, Mn + 1, - > Ppn 4 n — 117 1S the noise ,

component andt is the number of memories inestor ISI Pr[bit error] = —ZQ [ho/2-3 xnhj—na (11)
channel. Throughout this paper we constrain the input symbols A/VO ]

x5, to be independent and uniformly distribd wer a MPPM or o .
OPPM alphabet. where the summation isverall all binaryM-tuples {’}, where

M + 1 is the number of nonzero termship

III. Performance Analysis Hereafter we present simplifiedxpressions for the symbol
. L error probability for the special case of an ideal channel, without
ITI-A. Without Equalization ISI. First, consider multiple PPM: when the channel has no IS,

By definition, the unequalized rever uses the decision the &pression (9) simplifies to:
device that vould be optimal were there no ISI. In othesrds, it

w 2
decides on the coderd ¢; that maximizes the correlation: Prlerror] < z akQB /%B, (12)
g
N=ely, forl=0,.. L1 6) k=1 ’

wherea;, = ()("%") is the number of coderds with mutual
distance2k, and s = (P/w),/nlog,L/R,. This epression fol-
lows from the ISI-free results for the photon counting channel of
[6]. Whenw = 1, (i.e., for PPM), (12) simplifies further to:

If we knew thatx;, = ¢;, and if we kne all past and future code-
wordsX’ ={..., X;_o, X,_1, X+ 1> X192 ---}» then the probability of
error x ;, # x;, can be bounded using the union bound:

L-1
Prlerror 1oy =, X< 5 PriA</jl e, =e, X7 (D Prlerror] < (L - @ B-=— f[, (13)
L-1 J=0,7#1i
= Z Pr[(c; - )T k>(c;—¢) sk| x=c¢;, X]. wheres = P,/Llog,L/R, . Next, consider [;) OPPM: when the
j=0,j#i channel has no ISI, thegression (9) simplifies to:
nP/w n(t)
bi oz % x(t) ¥ Y y
— ENC P/S —= p@®) 4»@5—> g(@) 4>é)—> f®) —>§—> S/P DEC >
n/T
rate rate rate rate rate rate
logoL /T 1/T n/T @) n/T 1/T 1/T
ny
Xy Yr
= H(z)
(b)

Fig. 1. (a) Block diagram of multiple PPM system; (b) equivalent vector model.



P < b D 14
r[error] _L z kQ 2N (14)
[ 2(L-F)

k=12 .. w-1
where by, = [

L C-w@-w+1) k=w , (15)

ands = (P/w),/nlog,L/ R, . This result uses the photon-counting
results of [6]. Finaly, consider OOK: when the channel has no
ISI, then &; from (4) reduces to (2P/,/R,)3;, and so the error
probability from (11) smplifiesto P/, /N R, ).

III-B. ML Sequence Detection

The maximum-likelihood (ML) sequence detector for PPM
is derived in [9], and it easily generalizes to multiple PPM and
overlapping PPM. The receiver filter is the whitened-matched
filter, so that 4; is causal and minimum phase. The probability of
a symbol (block) error for the ML sequence detector is well
approximated at high SNR by:

Prlerror] = Q(d,,;n/2,/Ny), (16)

where d,;, is the minimum distance between received sequences:
min mln Z”zH m €k —m ” 17

The above minimization is performed over all possible error
sequences {e,} starting at time zero, using an error alphabet of
{u —v: u#v;u, v 0C}, where C isthe set of valid multiple PPM
codewords.

IV. Channel Capacity

IV-A. Memoryless Channel

If the channel is memoryless (1SI-free), sothat Hy=1, H; =0
for dl 1#0 in (5), then the channel capacity (in bits per code-
word) under thei.i.d. constraint is[5]:

Iiid = I(x x+n)=

—Hy—szZ/ 2¢”
L L= Or ro logy
. e—Hy—le 200 B
——Ldy. (18)
Ol <L-1 Jy-%al"/2070
E2m=0° 0
Following [10], we substitutez = (y —x;)) / 0 and v, = x,,,/ 0, SO
that (18) reducesto:
Lijq = logzL -
zl® /2]
L l= OJm Jmoo n/2 0g2
afn—:loe_(vl_vm)ze_Hvl_va /2%(12. (19)

The above equation contains an n dimensiona integral and has
no simple closed form solution. As a consequence, we shall use
the Monte Carlo method to estimate Ijjq in Sect. V.

IV-B. Multipath Channel

Following [8], we can also represent the channel (5) using
matrix notation:

Y=HX+N=S+N, (20)
Where Y = [yOT, le, caey yN_lT]T, X = [xOT, xlT, caey xN_lT]T, S =
[SOT, SlT, vaey SN_lT]T, and N = [nOT, an, veosy nN_lT]T are Nn X 1

column vectors. The two equations (5) and (20) are equivalent as
N - oo, and the rows of H are specified by circular shifts of
{H}:

H,0 0 .. 0

g |HiH, 0 0 @1

The channel capacity for (20) under the i.i.d. constraint is
[51[7]:

L= o RIO0X) = T Lo -R(YIR) @2
=logoL —
lim _Lz_l 1 a2
Jm ks e g
-(s, S,)z—|S;-8,.|*20

D Z
Exact evaluation of this expression is not possible, so we
resort to upper and lower bounds. In the following discussion, we
present lower and upper bounds for the channel capacity under
thei.i.d. constraint. Our presentation is a straightforward general-
ization of the scalar results of Shamai [8] to the vector channel
(5).
Following [8], we represent the entropy of the output vector
in (20) using the chain rule:

ROY) = S h 9,19y g0 - ¥0).- 24)

Since conditioning decreases the entropy:

Odz (23)
O

R 2 S0 R+ s, 80,1y _q, )
= va:_olh(sl +nl|sl_1, 1 8g), (25)
where the last equality follows because s;, n;, n;4, ..., ny ae
independent. Since's; = Zj H,_jx;, (25) reducesto:
hY) 2 YV h(How, +n)). (26)

The mutual information between the input and output vectorsis:

IX;Y) = A(Y)-a(N)2 SV H{h(Hyx, +n)) —h(n)}

This leads to the foIIowmg lower bound I for the channel
capacity under thei.i.d. constraint;



N -

lim 1 Oll(Hoxl+nl;xl) = I(Hyx +n;x)

1
am NIXY)2 lim 550
(28)

We can galuate (28) by replacingwith Hqpx in (18). As pointed
out in [9], the lever bound of the channel capacity is eglént

V. Numerical Results

To generate numerical results, we assume that the underlying
continuous-time channel in Fif). has impulse response
g(t) = We™"tu(p), a first-order lw-pass filter with a 3-dB band-
width of W, whereu(#) is the unit step function. Obserthat the
channel has unity d.cag. We also assume that the reesfilter

to the mutual information between the input and the output of 3 is a unit-enagy whitened-matched filtdio reduce computa-

errorfree block zero-forcing decision feedback equalizer
We nav present an upper boudg for the capacity;;; of

tional complaity, we truncate theector channel of (5) to four
terms, so thag, 3: o Hi %, _; + ny. This truncation will hee

: : , A, . .
(23). By the chain rule, we can represent the mutual informatiomo appreciable Eﬁ%t whenn is lage or whenR,/W is small,

between the input and output of (20) as:
IY:X) = 30 (Y| g, % g, ony %) =

zgvz_ol[h(xﬂxl—lvxl—zr ---,xo)—h(xl|xl_1,xl_2, e X0, Y)]
. (29)
Since{x;} are i.i.d. and conditioning decreases the egtrop

LOYX) S 370 0 TR (| %0, %1, oo &1 %41, Ky o By) =

LACHE IS SERE JERTE JFRTE /PSRN SV S

N-1 .
= ZZ=0 I(x)%0, X0, s X _ 1, %) 4 1, X 400 s X7 Y)

N-1 .
=>1-0 I(x;Hyx, +ny, Hix; +nq, ...

- TN-1 .y

‘Zl=0 Ix; Y),

whereY = Hux; + N, and whereH = [H,", H,, .., H,/1” and
N = [nOT, an, cvey nuT]T.

,Huxl +np)

(30)

LetV=HTY =Bx; + w, where H” is a matched filterso
thatB = z,‘; - OHmTHm andw is a zero-mean Gaussiaactor
with correlation matrix&[ww’] = 62B. SinceB is positie defi-
nite, it can bedctored intdB = I'T” for some matrix". We can
whiten the noise by applyidg toV, yieldingZ =T v = Ty,

+ n, wheren has the same disttbion asn;, a zero-mean Gaus-

sian \ector with correlation matrig?I. Since both the matched
filter and noise whitener are information lossless, weeha

I(xy; Y ) = I(x; V) = I(x; Z). Therefore, (30) reduces to:

%X < Y Ty Tl + my), (31)

Finally, taking the limit agv — € ocofields our upper bounf; of
the channel capacity under the i.i.d constraint:

lim lgn-1

T
am D=0 I(x;+n;x) = I(T" x+nx)

]\}iinmz%I(X;Y) <
(32)

We can ealuate (32) by replacing with I'7x in (18). Note that,

for the scalar case, the matfiX reduces tolzm|hm|2, and the

upper bound (32) reduces to the matched filter bound [8].

although it may not be accurate for smalland lage R,/ W.
Obsere that the channel has unity d.airg

We calculated the optical per required to achie a 1P
bit-error rate ger this ISI channel. The results are summarized in
Fig. 2, where the normalized wer requirement is plottecersus
the bit-rate-to-bandwidth rati®,/W. The paver requirements
are normalized bPpox = /NORb Q™ (10®), the paver required
by OOK in the ideal casé\(= ) to achiee a 1P bit error rate.

In Fig.2(a) we plot pwer requirement ersusk,/W when
equalization is not used. &\see that some modulation schemes

12 T
10 b | Without Equalization

N B~ O

@

(
4-PPM

Normalized Power Requirement (dB)

0.01 , 0.1
Bit Rate/Bandwidth (R,/ W)

[Eny
o
T

With MLSD

(b)

Normalized Power Requirement (dB)

0.1 1
Bit Rate/ Bandwidth (Ry,/ W)

Fig. 2. Power requirement vs bit rate on an ISI channel: (a)
Unequalized system (b) ML sequence detection.



are more sensite to ISI than others. At lge bandwidthg,/ W

< 0.1), the ISI penalties are small. At ondreme is OOK (repre-
sented by the symbok”), with a paver requirement increasing
slonly with decreasing bandwidth. At the othextreme is
OPPM, for which the pmer requirement gres rapidly with
decreasing bandwidth. It is thus highly desirable to use sign
processing at the reeer to miticate ISI, either equalization or
maximume-likelihood sequence detection.

3]
Y

In contrast to the unequalized results of Bi@), the results
of Fig.2(b) are based on the maximumelikood sequence
detector (MLSD). Comparing Fig@(a) and Fig2(b), we see that
MLSD offers significant impreement. The pwmer requirements
do not grav as rapidly as in the unequalized case, and the nort6]
malized paver requirement is afays less than 1@B, ezen when
R,/W = 1. We note that MLSD is much morefegtive in
reducing the pwmer requirement for OOK than for other modula-
tion schemes.

[5]

[7]
The eact capacity;;; of (23) is dificult to evaluate, bit we
can form an estimaté;;; by choosingV suitably lage in (23)
rather than lettingv — o, and by using the Monte Carlo method [8]
with @ sample ectors to approximate the multiple igtal. In
Fig. 3, L;geq; (19), I} (28), andl, (32) are shwn for 2 PPM, and
compared to the approximate channel capatity (based on
N =6, @ =1000). Our results she thatl, andI are 0.5dB
apart at moderate SNR whi&p /W = 0.5.

When SNR= 3.3dB, the channel capacity is 0.95 Witode-
word when the channel is idealjtds only 0.18 bitgcodevord
whenR,/W = 0.5. © achiee a capacity of 0.95 bitgodevord
using 2 PPM aR,/W = 0.5, the required SNR is 9dB. In con-
trast, we see from Fi@(b) that an uncoded 2-PPM system with
MLSD requires an additional 3dB, or 12.8 dB SNR, to achie
10%BER atR,/W = 0.5. Thus, the codingag for a code based
on 2-PPM can be at most 31B in this case. Higher codingigs
are possible for highesrder alphabets.

[9]

[10]

VI. Conclusions

We hare examined the performance of multiple PPM and its
variants PPM and OPPM on ISI channels with adelitivhite
Gaussian noise. 8Vhare derved the channel capacityer ISI
channels of multiple PPM and itanants PPM, OPPM, and
OOK with additve white Gaussian noise, assuming the code-
words are independent and uniformly disitdd. For numerical
comparisons we considered a first-ordav-fmass filter channel
with bandwidthW. The error probability and channel capacity
results indicates that, although PPM modulation schemes ar
extremely paover eficient across ISI-free channels, theimgo
efficiengy drops dramatically on ISI channels.

8 / Codeword

B
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Fig. 3. Bounds on the channel capacity for 2 PPM vs
SNR =P/ ,/[NyR, for R,/W = 0.5. (The capacity I;j,
for the ideal case Ry,/ W = 0 is included for reference.)



